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SUMMARY This paper proposes a new method for image
segmentation and extraction using nonlinear cellular networks.
Flexible segmentation of complicated natural scene images is
achieved by using resistive-fuse networks, and each segmented
regions is extracted by nonlinear oscillator networks. We also
propose a nonlinear cellular network circuit implementing both
resistive-fuse and oscillator dynamics by using pulse-modulation
techniques. The basic operation of the nonlinear network circuit
is confirmed by SPICE simulation. Moreover, the 10×10-pixel
image segmentation and extraction are demonstrated by high-
speed circuit simulation.
key words: resistive-fuse network, oscillator network, image

segmentation, image extraction, pulse modulation circuit

1. Introduction

In order to recognize a natural scene image that in-
cludes several objects, we should segment the image
into several recognition target objects, such as human
faces, and extract them one by one. Although there ex-
ist some image segmentation algorithms [1], [2], a new
segmentation technique using a neural network model
has recently been proposed. The model is called lo-
cally excitatory, globally inhibitory oscillator networks
(LEGION ) [3]–[5], which is suitable for pixel-parallel
operation.

We have already proposed a modified LEGION
model suitable for VLSI implementation and its VLSI
circuit based on pulse-modulation techniques [6], [7].
However, the oscillator network segments an image into
many small pieces, such as a mouth, a nose and eyes in
a human face, while we should extract the whole face re-
gion for face recognition. Thus, it is difficult to achieve
effective object extraction only by using the oscillator
network.

For this purpose, we use the resistive-fuse network,
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which is a well-known image segmentation processing
model that preserves image edges and eliminates noise
[8]. It can achieve flexible segmentation depending on
an object size. The resistive-fuse network model can be
implemented by our pulse-modulation techniques be-
cause it is one of the pixel-parallel nonlinear dynamical
systems.

The resistive-fuse network, however, cannot ex-
tract each segmented region automatically. There-
fore, in this paper, we propose a new segmenta-
tion/extraction method combining the resistive-fuse
and oscillator networks. We also propose a VLSI cir-
cuit implementing the resistive-fuse and oscillator net-
works. Since we can share most circuit components
for both network implementations, very few additional
parts are required, and the circuit area is nearly equal
to that of the original oscillator network circuit that we
have already proposed [7].

This paper is organized as follows. In Sect. 2, we
briefly review the resistive-fuse and nonlinear oscilla-
tor network models, and clarify their essential mecha-
nisms. Numerical simulation results of image segmen-
tation and extraction are also shown. In Sect. 3, we
propose the nonlinear cellular network circuit imple-
menting the resistive-fuse and oscillator networks using
a pulse modulation approach. In Sect. 4, basic opera-
tions of the proposed circuit in the resistive-fuse and
oscillator network modes are confirmed by circuit sim-
ulation. Segmentation/extraction processing of a 2-D
image is also demonstrated. Finally, the conclusion is
given in Sect. 5.

2. Nonlinear Cellular Networks for Image
Segmentation and Extraction

2.1 Resistive-Fuse Networks for Image Segmentation

Figure 1 shows a schematic circuit diagram of the orig-
inal resistive-fuse network. In this model, each pixel
node consists of a voltage source VIi, which corresponds
to an input image data at pixel i, and a resistor with
conductance σ. Each pixel node is connected to the
nearest neighbors with the resistive-fuse elements. For
simplicity, the number of neighboring connections of
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Fig. 1 Schematic circuit diagram of original resistive-fuse
network model.

Fig. 2 Voltage-current characteristic of resistive-fuse.

each pixel node is four in Fig. 1, but we assume eight
neighborhoods in this paper.

The resistive-fuse network reaches a steady state so
as to minimize the total power consumption E, which
is given by

E =
∑

i

∑
k∈ni

∫ VOi−VOk

0

G(V )dV

+
σ

2

∑
i

(VOi − VIi)2, (1)

where, VOi, which represents the processing result (out-
put), is a node voltage at pixel i: ni is the neighbor-
hood of i: G(·) is the voltage-current characteristic of
a resistive-fuse shown in Fig. 2, and is given by

G(V ) =
[

1
1 + exp(2η(V 2 − δ2))

]
V

R
, (2)

where, η, δ and R are constants. The variable η deter-
mines the characteristic of the resistive-fuse; i.e., it is a
linear resistor if η = 0 and a resistive-fuse if η = 1.

From Eqs. (1) and (2), the resistive-fuse network
behavior when η = 1 is as follows: If the absolute poten-
tial difference between neighboring pixels |VOi−VOk| is

Fig. 3 Oscillator network model.

smaller than the threshold value δ, the network behaves
as a simple linear resistive network, and image smooth-
ing is performed. On the other hand, if |VOi−VOk| ≥ δ,
the pixel nodes are disconnected each other, and such
pixels are recognized as an image edge.

In order to obtain the steady state of the resistive-
fuse network, we use the steepest descent method:

VOi(t+ 1) = VOi(t)− ν
∂E

∂VOi(t)
,

∂E

∂VOi(t)
=
∑

i

∑
k∈ni

G(VOi(t)− VOk(t))

+σ
∑

i

(VOi(t)− VIi), (3)

where ν is a constant. Equation (3) just represents
the updating process based on Kirchhoff’s current law
at each node. This process can be implemented by
using our pulse-modulation circuit described in the next
section.

If η is fixed at unity during the updating process,
undesirable segmentation may be performed because
the resistive-fuse network state is trapped at a local
minimum. In order to achieve desirable segmentation,
η should gradually be changed from 0 to 1 during the
updating process.

2.2 Oscillator Networks for Object Extraction

We have already proposed a nonlinear oscillator net-
work model for gray-level image extraction, which is
suitable for pixel-parallel VLSI implementation. Fig-
ure 3 schematically shows the model. It consists of a
2-D array of oscillators, each of which corresponds to
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Fig. 4 Oscillator network states.

an image pixel, and the global inhibitor. Each oscilla-
tor is connected with the eight neighbors and the global
inhibitor.

The dynamics of the i-th oscillator is described by
the differential equations represented by two variables,
xi and yi. In order to implement the oscillator network
model using our pulse-modulation circuit, we changed
them into difference ones, and are given by

xi(t+ 1)− xi(t)
∆t

= −(xi(t)− ζ)2(xi(t)− ξ) + ρ

+αpi +H2(Si)− yi(t), (4)

yi(t+ 1)− yi(t)
∆t

= ε[γ(1 + tanh(xi(t)/β − λ))

−yi(t)]. (5)

where ζ, ξ, ρ, α, ε, γ, β and λ are constants: H2(x) = 1
(x ≥ 0) and H2(x) = −1 (x < 0). Each oscillator has
a firing or non-firing state, and synchronous and asyn-
chronous firing states between oscillators are produced
as shown in Fig. 4. A region firing synchronously is
extracted as a coherent pattern. Such cooperative be-
haviors are generated by pi and Si in Eq. (4), and are
given by

pi = H

(∑
k∈Ni

Wik − θp

)
, (6)

Wik = Imax/(1 + |Ii − Ik|), (7)

Si =
∑

k∈Ni

WikH(xk − θx)−WzH(z − θxz), (8)

where θp, θx, θxz and Wz are constants: Wik is the con-
nection weight from oscillator k to i: Ni is the neigh-
borhood of i: Ii is the intensity of pixel i, and Imax is
the maximum intensity value: H(x) = 1 if x ≥ 0 and
H(x) = 0 if x < 0. The global inhibitor state z is given
by

z = H
(∑

H(xi − θz)− 1
)
, (9)

where θz is a constant.
The dynamics for extraction is as follows: Leader

parameter pi determines whether oscillator i can
strongly fire or weakly fire. Coupling factor Si deter-
mines whether oscillator i belongs to a firing region or
not. When pixels i and k belong to the same coherent
region, weight Wik becomes large because |Ii − Ik| is
small. Because H2(Si) in Eq. (4) becomes unity, oscil-
lators i and k fire synchronously. On the other hand,
when they belong to neighboring different coherent re-
gions, they fire asynchronously because Wik becomes
small and H2(Si) = 0. Moreover, the other oscillators
belonging to the other regions hardly fire because of the
global inhibitor. Thus, coherent regions are extracted
one by one.

2.3 Numerical Simulation Results

We performed numerical simulation of real image seg-
mentation using Eqs. (2) and (3), where σ = 1/120,
R = 20 and ν = 1. The original and segmented images
are shown in Figs. 5(a) and (d)–(g) with values of δ, re-
spectively. During the updating, we changed the value
of η in Eq. (2) from 0 to 1. Segmentation is successfully
achieved as shown in Fig. 5(f), in which the regions cor-
responding to recognition objects such as human faces
are smoothed, and their edge information is preserved.

The numerical simulation results of object extrac-
tion using the oscillator network are shown in Fig. 6.
Figures 5(a) and (f) are used as the input images of
Figs. 6(a) and (b)–(d), respectively. In Fig. 6(a), al-
though object extraction is achieved, the features of
the human face are extracted separately. This result is
not suitable for face recognition processing as described
in Sect. 1. On the other hand, the whole face region,
which includes all features, are extracted in Figs. 6(b)
and (c).

Thus, the effective image segmentation and object
extraction for real image recognition is achieved by us-
ing the resistive-fuse and oscillator networks.

3. A Nonlinear Cellular Network Circuit

3.1 Pulse Modulation Circuit Technique for Nonlinear
Analog Dynamical Systems

The pulse modulation approaches, which include pulse-
width modulation (PWM) and pulse-phase modulation
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Fig. 5 Numerical simulation results of resistive-fuse network.

(PPM) methods, achieve time-domain analog informa-
tion processing using pulse signals with a binary am-
plitude [9]. PWM/PPM circuits can implement arbi-
trary nonlinear dynamics as shown in Fig. 7 [10]. The
input voltage Vin is linearly transformed into a PWM

signal Va and PPM signal Vb by comparing it with a
linearly ramped signal Vramp. By switching a current
source that is modulated by nonlinear non-monotone
waveform f(t), the voltage of the capacitor node, Vout,
is nonlinearly modulated. If the output voltage is fed
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Fig. 6 Numerical simulation results of image segmentation and
object extraction.

back to the input, this circuit can implement discrete-
time dynamics.

Fig. 7 Nonlinear transformation using pulse modulation.

3.2 Resistive-Fuse and Oscillator Operations

A pixel unit circuit for nonlinear cellular network imple-
menting resistive-fuse and oscillator network dynamics
is shown in Fig. 8, which is based on the oscillator cir-
cuit that we have already proposed [7]. This circuit has
two modes: resistive-fuse and oscillator, and they are
switched by SEL1.

(1) Resistive-fuse Mode

The values of VOi and VIi are represented by voltage
Vxi and Vyi, and are held at capacitors Cxi and Cyi,
respectively. Voltage Vxi is linearly transformed into
a PWM signal PS1 with a pulse width of Ti by com-
parator COMPi1. The pulse having a width of ab-
solute difference value |VOi − VOk| is generated by an
XOR gate as a PWM signal PS4 with a width of Tik0.
The pulse having a width of another absolute difference
value |VOi−VIi| is generated by switching signal SEL2.
The sign of VOi−VOk is obtained by the sign generator.
In order to synchronize the PWM signal with the non-
linear reference voltage, a pulse PS4 is linearly trans-
formed into a pulse PS5 with a width of Tik(= Tik0).
This pulse turns on SW2 and capacitor C1 holds the
voltage VG(Tik), where VG varies in the time-domain:
VG(t) = G(t). Voltage VG(Tik) is linearly transformed
into a pulse PS6 with a width of G(|VOi − VOk|). Ac-
cording as the sign signal, charges corresponding to the
value G(VOi − VOk) are injected into or extracted from
Cxi in each time step. Thus, the updating process ex-
pressed by Eq. (3) is performed.

(2) Nonlinear Oscillator Mode

The values of xi and yi in the dynamics of an oscillator
are represented by voltages Vxi and Vyi. The cubic
and hyperbolic-tangent functions in Eqs. (4) and (5) are
generated by converting from voltages into PPM signals
in VPC and switching nonlinearly modulated current
sources Icube, Itanh [7]. Charges corresponding to finite
differences of xi and yi in Eqs. (4) and (5) are injected
into or extracted from Cxi and Cyi in each time step.

The connection weights expressed by Eq. (7) are
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Fig. 8 Pixel unit circuit for nonlinear cellular network circuit.

realized by using the circuit components implementing
resistive-fuse transformation VG(·). The pulse PS4 cor-
responding to |Ii−Ik| is generated and transformed into
voltage Va. By comparing Va with reference signal volt-
age Vrefb(t) (= Imax/t− 1), the pulse width Tik of the
signal PS5 is given by Imax/Tik−1 = Va, and this pulse

is linearly transformed into voltage Vb. As a result, we
obtain the voltage Vb corresponding to the connection
weights Wik in Eq. (7). A threshold function H(·) and
summations used in Eqs. (6), (8) and (9) are generated
by using a comparator COMPi1 and switched current
sources SCS1, SCS2, SCS3.

Thus, our proposed nonlinear cellular network cir-
cuit can implement both functions. Since we can share
most circuit components for both network implementa-
tions, additional parts are very few, and the circuit area
is nearly equal to that of the original oscillator network
circuit. Therefore, as described in Ref. [7], the circuit
area and power consumption for this circuit are esti-
mated to be 150 × 150µm sq. and 150µW at a power
supply voltage of 5V, respectively. We can integrate
100×100 pixels in a chip with power consumption of
1.5W if the core chip area of 15 ×15mm sq. is avail-
able.

4. Circuit Simulation Results

4.1 Basic Operation of Both Networks

We performed circuit simulation (HSPICE) of the pro-
posed circuit. The device parameters used were based
on a 0.6µm CMOS process, and the supply voltage
was 5.0V. As shown in Figs. 8(d) and (e), the ex-
pected resistive-fuse characteristic and oscillation were
obtained.

4.2 2-D Image Processing

Segmentation and extraction of a 10×10-pixel image
are demonstrated in Fig. 9. These results were obtained
by circuit simulation using PowerMill, a high-speed cir-
cuit simulator. In the resistive-fuse mode, the number
of updating iterations was 30, and the operation time
was 360µs. As shown in Fig. 9(b), the input image is
smoothed and its edge information is preserved. The
object extraction is also achieved as shown in Fig. 9(c).
The operation time was 500µs, where the clock period
was 1µs. Thus, it was confirmed that the proposed cir-
cuit precisely implements the dynamics of resistive-fuse
and oscillator networks.

5. Conclusion

We proposed a new object extraction method using the
resistive-fuse and oscillator networks. Flexible segmen-
tation and individual object extraction are achieved by
using both networks.

We also proposed a nonlinear cellular network cir-
cuit that can implement both functions of resistive-fuse
and oscillator networks by using the same circuit com-
ponents. By high-speed circuit simulation, segmenta-
tion and extraction of a 10×10-pixel image were demon-
strated. From the circuit simulation results, we expect
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Fig. 9 Circuit simulation results of 2-D networks.

to make the real-time image preprocessing LSI chip for
a complex real scene recognition VLSI system.
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