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A VLSI Spiking Feedback Neural Network with Negative
Thresholding and Its Application to Associative Memory
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SUMMARY An integrate-and-fire-type spiking feedback network is
discussed in this paper. In our spiking neuron model, analog informa-
tion expressing processing results is given by the relative relation of spike
firing. Therefore, for spiking feedback networks, all neurons should fire
(pseudo-)periodically. However, an integrate-and-fire-type neuron gener-
ates no spike unless its internal potential exceeds the threshold. To solve
this problem, we propose negative thresholding operation. In this paper,
this operation is achieved by a global excitatory unit. This unit operates im-
mediately after receiving the first spike input. We have designed a CMOS
spiking feedback network VLSI circuit with the global excitatory unit for
Hopfield-type associative memory. The circuit simulation results show that
the network achieves correct association operation.
key words: spiking neuron model, feedback network, global excitatory
unit, negative thresholding, associative memory

1. Introduction

In the conventional neural network models and their hard-
ware implementation, the internal potential and the output
of a neuron are often represented by analog values based
on neuronal firing rate cording or firing population cording
[1], [2]. These approaches are used for making VLSI im-
plementation easy rather than for emulating real neuronal
operations [3], [4].

However, recently, the spiking neuron models attract a
lot of attention with expectation of their higher information
processing ability [5], [6]. They represent analog informa-
tion by the timing of a neuronal spike firing. Additionally,
they operate asynchronously, which means that they have
no global control signal. Therefore, these models could op-
erate faster than synchronous neural network models. So
far, the spiking neuron models have mainly been applied
to feedforward networks; for example, a spiking feedfor-
ward network for image data processing was reported [7].
However, there have been few reports about spiking feed-
back networks. A spiking feedback network based on the
Hodgkin-Huxley neuron model was proposed [8]. Although
this neuron model can exhibit various nonlinear dynamics,
it is difficult to realize it by CMOS VLSI circuits because
of the complexity of the model. A spiking feedback net-
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work based on the integrate-and-fire neuron model was also
proposed [9]. This simplified neuron model can be eas-
ily implemented in CMOS circuits. However, the neuron
model proposed in [9] only represents binary information
by spikes.

The spiking neuron model treated in this paper ex-
presses analog information by the relative timing of asyn-
chronous spike firing events. Therefore, in this model,
neurons cannot express their information unless they fire
(pseudo-)periodically. However, a neuron generates no
spike unless its internal potential exceeds the threshold.
Therefore, naive spiking neuron models cannot be applied
to feedback networks.

In this paper, we propose negative thresholding oper-
ation to overcome this difficulty. In order to achieving this
thresholding operation, we introduce a global excitatory unit
[10]. We design a spiking feedback network LSI circuit with
a global excitatory unit and demonstrate the validity of our
model by LSI circuit simulation of associative memory us-
ing the network.

This paper is organized as follows. In Sect. 2, a well-
known integrate-and-fire-type spiking neuron model is de-
scribed. Section 3 proposes our spiking neural network
model with a global excitatory unit for feedback networks.
In Sect. 4, we propose a CMOS spiking neural network cir-
cuit. In Sect. 5, the validity of our model is demonstrated by
circuit simulation results of associative memory using our
spiking network. Finally, Sect. 6 presents our conclusions.

2. Integrate-and-Fire-Type Spiking Neuron Model

The conventional integrate-and-fire-type (IF) neuron model
is shown in Fig. 1. When a neuron receives a spike pulse
via a synapse, a post-synaptic potential (PSP) is generated.
The internal potential of a neuron is determined by the
spatiotemporal summation of PSPs generated by the input
spikes. There are two types of PSPs: excitatory and in-
hibitory.

In the simple IF model, the time courses of PSPs are the
same, which we call here a unit PSP, P(t), as a convolutional
kernel, and a PSP from neuron i to neuron n, PS Pni(t), is
given by the temporal summation of unit PSPs multiplied
by the corresponding synaptic weight wni:

PS Pni(t) =
∑

t( f )
i ∈Fi

wniP(t − t( f )
i ), (1)

where Fi = {t(1)
i , · · · , t(n)

i } is the set of firing times of neuron
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Fig. 1 Integrate-and-fire-type neuron model.

i. The type and amplitude of a PSP are determined by the
sign (positive or negative) and the absolute value of synaptic
weight wni, respectively. The internal potential of neuron n,
In(t), is given by the spatial summation of PS Pni(t):

In(t) =
∑

i∈Γn

PS Pni(t), (2)

where Γn is the set of inputs to neuron n. The effect of a
PSP is temporary, and In(t) returns to the resting potential
level after the PSP ceases. When In(t) exceeds the threshold
th, neuron n fires and generates a spike. After firing, In(t) is
reset, and a refractory period Tr follows. Spikes generated
at neuron n are transmitted to other neurons or the neuron
itself via output line in(t) with transmission delay time Td.

3. Global Excitatory Unit for Spiking Feedback Net-
works

In the IF neuron model, if In(t) does not exceed the thresh-
old as shown in Fig. 2(a), the neuron obviously generates no
spikes. In order to apply the spiking neuron model to feed-
back networks with continuous states, spikes expressing the
zero value (standard timing) should be generated.

To achieve this, we propose negative thresholding op-
eration that starts immediately after the first spike input.
Here, we introduce a global excitatory unit GEU for this
thresholding operation. Operation of the spiking neuron
model with GEU is shown in Fig. 2(b). In this model, the
potential generated by GEU at neuron n, Gn(t), is given by

Gn(t) = wnG{1 − e−(t−t(1)
i )/τG }H(t − t(1)

i ) (3)

for all i, where wnG is a synaptic weight from GEU to neuron
n, τG is the time constant for rise time,H(·) is the Heaviside
step function. Here, for simplicity, wnG is set at a constant
positive value wG. GEU receives spikes from all neurons via
excitatory synapses, and it is activated by the earliest input
spike, which we call a GEU-trigger spike and is generated
at t(1)

i . The activated GEU gives a continuous-level stimulus
to all neurons. Therefore, GEU gives the same effect as a
decrease in the threshold levels of all neurons, which means

(a) (b)

Fig. 2 Examples of input/output spike trains and neuronal internal po-
tentials without (a) and with (b) GEU.

Fig. 3 Spiking feedback network model with GEU.

negative thresholding. If once GEU is activated, even a neu-
ron at the resting state can fire, and a neuron with stronger
inhibition generates a spike with later timing.

Figure 3 shows a spiking feedback network model with
GEU, where all neurons are connected each other. If synap-
tic weights are symmetric (wi j = w ji), this network realizes
Hopfield-type associative memory. The input key pattern
is given from inn as initial input spikes. In the associative
memory operation, GEU must start to operate after all neu-
rons receive initial input spikes. If not, all neurons fire in-
dependently of initial inputs. This situation is same as that
the threshold levels for firing is set lower than the resting
potential of neurons at the beginning of the network opera-
tion. In our network, neurons output spikes after all neurons
receive initial input spikes. Therefore, we use the earliest
output spike from neurons as the GEU-trigger spike.

On the other hand, GEU must give a continuous-level
stimulus until the network recalls a stored pattern. After re-
calling a stored pattern, if the network starts another recall-
ing operation by receiving another input pattern, GEU must
be reset before the operation.

In our spiking feedback network model, analog infor-
mation expressing processing results is given by the rela-
tive timing of neuronal spike firing. Because there is no
global clock signal, it is required that some neurons fire syn-
chronously and the timing of synchronous firing is used as
the relative standard timing for information representation



SASAKI et al.: A VLSI SPIKING FEEDBACK NEURAL NETWORK WITH NEGATIVE THRESHOLDING
1639

by spike timing.
In the associative memory using neural networks, the

network must converge to a binary (0/1) stored pattern,
which means all neurons separate into two groups and these
two groups each generate synchronous spikes at different
times corresponding to logical 0 and 1. The neurons be-
long to each of the two groups are often connected each
other with excitatory synapses. Therefore, in order to im-
prove the convergence property of our model, it should be
satisfied that the condition that neurons connected with ex-
citatory synapses generate synchronous spikes.

For this purpose, we make the transmission delay time
Td equal to the refractory period Tr. If both are different, the
following problems may occur. When Tr > Td, even if some
neurons generate spikes synchronously at a certain time, the
neurons cannot generate synchronous firing at next timing,
because these neurons are in a refractory period when the
neurons receive spikes. Therefore, stable synchronous fir-
ing cannot occurs. In contrast, if Tr < Td, before receiving
spikes from neurons that fired synchronously, neurons may
fire by spikes from neurons that are firing asynchronously.
Therefore, also in this case, stable synchronous firing cannot
occurs.

Our GEU is purely proposed as a part of the artificial
neural network model. However, functions controlling the
whole activity of a neuron group are found in various places
in the real brain. For example, acetylcholine increases the
activity level of neurons in the learning process, and some
biogenic amines are used to modulate the synaptic activity
simultaneously in widespread areas of the brain [11]. GEU
may be considered as a model for realizing such functions.

4. Spiking Neural Network Circuit

We have designed a spiking feedback network LSI circuit
with GEU using a 0.35 µm CMOS technology. The synapse
and neuron circuits are shown in Fig. 4. Figure 5 shows the
timing diagrams of both circuits.

Figure 6 shows delay & inv 1/2 circuits and these tim-
ing diagrams. When delay & inv 1 receives an input pulse,
Va decreases immediately and increases slowly by PMOS
transistor P1. As a result, this circuit outputs an inverted
pulse whose fall timing coincides with the rise timing of the
input pulse and whose pulse width is determined by Vbias1.
In contrast, when delay & inv 2 receives an input pulse, Vc

decreases slowly by NMOS transistor N1 and increases im-
mediately. As a result, this circuit outputs an inverted pulse
whose rise timing coincides with the fall timing of the input
pulse and whose pulse width is determined by Vbias2.

As shown in Fig. 4(a), the synapse circuit operate as an
excitatory or inhibitory synapse according to the binary sign
signal. The sign signal determines the sign of the synaptic
weight. The synaptic weight is determined by the current
value of the current source, which is made of a MOS FET.
Bias voltage Vw, which is fed into the gate terminal of the
MOS FET, determines this current value. The synapse cir-
cuit receives a spike input in generated by the corresponding

(a)

(b)

Fig. 4 Spiking neuron circuits: (a) synapse and (b) neuron.

(a) (b)

Fig. 5 Timing diagrams of spiking neuron circuits: (a) synapse and (b)
neuron.

(a) (c)

(b) (d)

Fig. 6 Delay and inversion circuits and their timing diagrams: (a),(b)
delay & inv 1, (c),(d) delay & inv 2.

neuron. In order to generate switching signal psp by the
spike input, we use a delay & inv 1 and NOR circuits. Bias
signal Vbias1 of delay & inv 1 determines the temporal width
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of the psp signal. The psp signal turns on a current switch,
and the current source charges or discharges capacitor Cn

in the neuron circuit, whose terminal voltage represents the
neuronal internal potential. The spatiotemporal summation
of PSPs by input spikes is performed by this capacitor.

In the neuron circuit, the neuronal internal potential In

is compared with the threshold voltage th by a differential
pair. The internal potential returns to the resting potential
by leak resister Rn connected to the capacitor. In order to
realize the transmission delay, spike pulses are delayed by
using delay & inv 1/2 circuits. When the internal potential
exceeds the threshold voltage, a spike pulse is generated.
After neuronal spike firing, a refractory period is generated
by increasing the threshold voltage. A spike pulse to other
neurons is generated after the refractory period. The detail
of the operation of the neuron circuit is as follows. When
the terminal voltage of the capacitor In exceeds the threshold
voltage th, the signal V1 rise to ‘High.’ The signal V2 is gen-
erated by V1 with delay & inv 2. The signal V3 is generated
by logical AND operation between V1 and V2. The signal
V4 is generated by V3. When V4 is ‘High,’ th increases. The
temporal width of V1 represents the absolute refractory pe-
riod, and the temporal width of V4 represents the relative re-
fractory period. Therefore, the temporal width between the
rising edge of V1 and the falling edge of V4 represents the
refractory period of the neuron. After the refractory period,
a spike pulse to other neurons in is generated. Therefore, the
transmission delay time Td equals to the refractory period.
The transmission delay time is represented by the summa-
tion of the pulse widths of signals V3 and V4. These pulse
widths are determined by the bias voltages Vbias1 and Vbias2

in delay & inv 1/2.
The neuron and synapse circuits shown in Fig. 4 are

also used as the GEU circuit and the synapse circuits be-
tween GEU and neuron, respectively. In order to achieve a
constant output from GEU, we use a psp with a longer pulse
width than the whole operation time in the synapse circuits
from GEU to neurons.

5. Simulation of Associative Memory Using Spiking
Neural Network

5.1 Simulation Condition

Figure 7 shows a block diagram of the spiking feedback
neural network circuit, which consists of 36 neurons with
symmetric connections and a GEU. The synaptic weights
wi j, which are expressed by the sum of autocorrelation ma-
trixes of the stored pattern vectors, are given by the follow-
ing equation:

wi j =

N∑

k=1

(2Ik
i − 1)(2Ik

j − 1), f or i � j, (4)

where wii = 0, and Ik
i is the i-th element of the k-th stored

pattern vector. In the simulation, the number of stored pat-
terns N was five, and the stored patterns are shown in Fig. 8.

Fig. 7 Block diagram of a spiking feedback neural network circuit with
GEU.

Fig. 8 Stored patterns.

The elements Ik
i were randomly chosen under the condition

that the numbers of ‘0’ (black) and ‘1’ (white) are equal. As
a result, wi j ∈ {±5,±3,±1}. We used gray-level (5-levels)
input patterns that converge to stored pattern #1 shown in
Fig. 8.

We evaluated the network performance by circuit sim-
ulation of the designed CMOS circuit. The simulations were
performed by a high-speed circuit simulator, HSIM. The
reason why we used circuit simulation instead of usual soft-
ware simulation is that it directly leads to the VLSI imple-
mentation of our model.

In the simulation, the spike width was set at 20 ns. The
time step corresponding to one level in gray-level patterns
was set at 25 ns. Therefore, the firing timing of input spikes
was limited in {0, 25, 50, 75, 100} ns, and the time span
for receiving input spikes was 100 ns. The transmission de-
lay time Td was set at 200 ns. Input spikes generated at 0 ns
and 100 ns express ‘1’ (white) and ‘0’ (black) pixels, respec-
tively.
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Fig. 9 Typical time course of PSP for input i(t).

Since a PSP is generated by an RC circuit, the unit PSP
is given by

P(s) = P0{(1 − e−s/τ)H(s)H(tp − s)

+(1 − e−tp/τ)e−(s−tp)/τH(s − tp)}, (5)

where P0 is a constant, τ is the time constant for decay, tp is
the time span between the time when the unit PSP starts to
increase and the time when it has the peak value. A typical
time course of P(t) is shown in Fig. 9. In our simulation,
P0 = 0.05, tp = 100 ns, and τ = 50 ns.

5.2 Simulation Results and Discussion

A simulation result about the network without GEU is
shown in Fig. 10, which shows the outputs of twelve neurons
corresponding to pixels 1 to 12 in the first and second rows
of the pattern shown in Fig. 8. In the case without GEU,
most neurons generate approximately periodical spikes be-
cause of feedback with transmission delay. However, some
neurons generate no spikes at certain intervals because their
internal potentials do not exceed the threshold. Thus, the
networks without GEU cannot express analog information
by spike timing properly, and therefore cannot operate as an
associative memory.

In contrast, in a simulation result of the network with
GEU shown in Fig. 11, all neurons generate approximately
periodical spikes. At the beginning of the simulation, all
neurons generate spikes whose timing corresponds to the
gray-level input values. However, after several spike gen-
erations, the neurons that express black and white pixels
(hereafter we call them black-pixel neurons and white-pixel
neurons, respectively) in stored pattern #1 form themselves
in two groups each of which generates synchronous spikes
with different timing. Thus, by using GEU, all neurons can
generate spikes with the timing according to their analog
internal potentials, and the network can operate as an asso-
ciative memory. In this result, the time difference between
spikes belonging to the respective two groups is 100 ns,
which is equal to Td/2.

Figure 12 shows the relationship between the synap-
tic weights from GEU to all neurons, wG, and the normal-
ized calculation steps required for recalling, Nr. Here, Nr

is defined as recalling time divided by the inter-spike inter-
val after convergence; i.e., 200 ns in this simulation. From
Fig. 12, Nr has the minimum value when wG = 2.0.

Fig. 10 Simulation result without GEU.

Fig. 11 Simulation result with GEU.

For wG < 0.5 and wG > 3.0, the network could not
converge to any stored patterns. When wG is too small
(wG < 0.5), the network cannot express analog informa-
tion by spike timing as in the case without GEU shown in
Fig. 10. On the other hand, when wG is too large (wG > 3.0),
the effect of GEU is so strong that the network cannot attain
correct recalling. Therefore, it is necessary to set wG at an
appropriate value.

Figure 13 shows the convergence characteristic of spik-
ing networks by using Manhattan distance dM from the in-
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Fig. 12 Relationship between the synaptic weight from GEU and the
normalized calculation steps required for recalling.

Fig. 13 Recalling process: changes in Manhattan distance dM from the
input pattern to stored pattern #1 as a function of the normalized calculation
steps.

Fig. 14 Other stored patterns.

put pattern to stored pattern #1, where wG = 2.0. We used
two different input patterns for evaluating each Manhattan
distance. In this figure, dM = 0 means stored pattern #1,
dM = 36 means the inverse pattern of #1, and dM = 18
means the other stored patterns. It is found from the simula-
tion results that these networks can recall the correct pattern
#1 when dM < 10.

We evaluated the spiking network operation about
other five stored patterns shown in Fig. 14. Figure 15 shows
a simulation result of the successful recall of stored pattern
#6.

We also carried out simulations when the input spike-

Fig. 15 Simulation result with GEU to stored pattern #6.

Fig. 16 Simulation result when the input spike-timing range is smaller
than half of the transmission delay time.

timing range Tin was changed. Figure 16 shows a simulation
result for Tin = 67 ns, which is shorter than Td/2 (= 100 ns).
On the other hand, Fig. 17 shows a simulation result for
Tin = 150 ns, which is longer than Td/2. For both results
shown in Figs. 16 and 17, the output spike-timing difference
between the two groups after convergence is the same as
Td/2. Therefore, in our associative memory using a spik-
ing feedback network, the output spike-timing difference is
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Fig. 17 Simulation result when the input spike-timing range is larger
than half of the transmission delay time.

independent of the input spike-timing range, and the output
spike-timing difference is equal Td/2.

The reason why our network has such characteristics is
as follows. In our network operating as an associative mem-
ory, the black-pixel neurons and the white-pixel ones inhibit
each other. Therefore, the black-pixel neuron group and
the white-pixel neuron group generate spikes at the differ-
ent timing when the inhibition is weakest. This corresponds
to the timing point when the distance between spikes ex-
pressing black and white is longest. This time span is equal
to Td/2.

On the other hand, if the input spike-timing range is
larger than Td, some neurons output spikes before all neu-
rons receive initial input spikes. These output spikes affect
other neurons’ operations, and as a result, the network may
not perform the correct memory operation. Therefore, the
input spike-timing range must be smaller than Td.

6. Conclusions

We proposed a spiking feedback neural network using
integrate-and-fire neurons with negative thresholding. A
global excitatory unit was introduced for the negative
thresholding. We designed a CMOS spiking feedback
network VLSI circuit with the global excitatory unit for
Hopfield-type associative memory. The circuit simulation
results verified that the network operates as an associative
memory. The network has a characteristic that the output
spike-timing difference is independent of the input spike-
timing range. The spiking feedback network proposed in
this paper will construct a different type of associative mem-

ory from conventional rate-coding-based neural networks,
and its VLSI hardware lead to new applications.
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