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1. Introduction 

Pattern recognition and learning are basic functions, which are 
needed to build artificial systems with capabilities similar to the 
human brain. Their effective implementation in integrated circuits is 
therefore of great technical importance. Among the methods for 
achieving the pattern recognition and the learning functions, that 
have been proposed so far, the neural-network approach is most 
widely used. However, the performance progress of hardware that 
uses neural-networks is much slower than expected initially. 
Because of this difficult situation a new method that includes the 
memory element, missing up to now, in a power-efficient LSI 
hardware is urgently needed.  

Presently, we are developing a new associative-memory architec-
ture which achieves small area and high nearest-match speed [1-3]. 
The proposed architecture can search the reference pattern of mini-
mum distance to the input pattern at high speed for different dis-
tance measures. Therefore, it is expected that this small-area and 
high-speed associative memory becomes the basis for a new method 
to construct systems with recognition and the learning capability. 
Moreover, there is the advantage that it can be easily integrated by 
the use of present CMOS technology.  

In this paper, we propose a new associative-memory-based auto-
matic-learning architecture for artificial intelligence systems that 
have recognition and learning capability. In this architecture the as-
sociative memory that we have developed is used to imitate the 
long-term and the short-term memory of the human brain. (Fig. 1) 
The automatic learning algorithm and its CMOS implementation are 
in detail described in the following. 

 
2. Short/Long Term Storage Concept 

A memory-based learning system can achieve higher learning ef-
ficiency than a neural-network, for which a complicated training is 
necessary at the beginning to enable the recognition of new data. 
For a memory-based method, the training which we call “supervised 
learning” corresponds only to writing of the new data into the 
memory. The proposed learning algorithm, explained in the follow-
ing can furthermore automatically learn input data according to the 
frequency of their appearance, a learning mode, which we call “un-
supervised learning”.  

The basic underlying concept of our proposal tries to model the 
short/long term storage of the human brain. Therefore, the reference 
patterns of the associative memory are classified into two areas. 
One is a short-term storage area where new information is tempo-
rarily memorized. The other is a long-term storage area where a ref-
erence pattern can be memorized for a longer time without receiving 
the influence of the constantly changing input patterns.  

Fig.2 shows the flow chart of the associative-memory-based rec-
ognition and the learning algorithm. The proposed algorithm uses a 
“rank” for each reference pattern of the associative memory as an 
index. The reference patterns are classified into the long-term and 
the short-term memory according to the order of rank. Important 
specifying features of the algorithm are the process for changing the 
rank of a pattern and the method for pattern transition between short 
and long-term memory. 

 

3．Automatic Learning Algorithm 
Details of the proposed algorithm are as follows. 

Step1. The associative memory searches for the pattern, which is 

the nearest-match (winner) to the input pattern among the reference 
patterns. 
Step2. The distance “D” between input pattern and winner-pattern 
is calculated. 
Step3. Input pattern and winner-pattern are considered to be the 
same in case of “D<threshold”. In this case, the rank of the refer-
ence pattern that became the winner is raised. The rank advance-
ment is decided based on the previous rank of the winner. When the 
winner belongs to the long-term memory, the advancement becomes 
JL. And, if the winner is in the short-term memory, the advancement 
becomes JS (JL>JS). Each of the patterns of rank between the old and 
the new winner rank are reduced in rank by one. The transition be-
tween short and long-term memory occurs by these changes in rank. 
Step4. In the case of “D≧threshold”, the distance between input 
pattern and winner still is minimum. However, because the distance 
between the two patterns is large, the system considers these two 
patterns to be different, and inserts the winner pattern at the top tank 
of the short-term memory. The rank of each of the other reference 
patterns that exist in the short-term memory is moved down by one, 
and the reference pattern with the lowest rank is erased and forgot-
ten. 
Step5. Whenever input data is given to the system, processing from 
steps 1 to step 4 are repeated. 
 
The user of the proposed algorithm has to properly decide the 
number of pattern entries in the short-term and long-term memory  
(NS and NL) according to the application. 
 
4. Simulation and Test-Chip Design 

A simulator was written in C programming language to verify the 
effectiveness of the proposed learning algorithm. The size of the 
associative memory for the verification experiments was chosen to 
allow holding of 30 patterns with 256bit each. The Hamming Dis-
tance was selected as the distance measure. The relative sizes of 
long-term and short-term memory were set at 2:1, which means 
NL=20 and NS=10. The remaining parameters of the learning algo-
rithm were chosen as threshold=10, JL=6 and JS=3. 

The automatic learning of 20 new character-bit patterns (each 256 
bit) was investigated as the test problem. These 20 new patterns 
were presented to the system as inputs randomly. The learning task 
was additionally complicated by also presenting noise patterns as 
inputs, where each of the 256 bits was set at random to 1 or 0. These 
noise patterns were arbitrarily intermixed with the 20 new charac-
ter-bit patterns at the same rate (50% noise patterns, 50% new char-
acter-bit patterns).     

Fig.3 depicts the simulation result for the number of learned pat-
terns among the 20 new character-bit patterns as a function of the 
total number of presented input patterns. The blue line shows the 
result without short/long-term storage concept, where an input pat-
tern, which is identified as new, is stored at the topmost rank of the 
associative memory. Due to the intermixed noise patterns, the new 
character-bit patterns cannot be learned efficiently. The number of 
learned patterns oscillates around 10 due to the noise intermixture 
rate of 50%. The red line shows the result with the short/long term 
storage concept, which completes the learning of all 20 new charac-
ter-bit patterns after about 1800 input cycles, even under the pres-
ence of noise-input patterns. The short/long-term memory concept 
and the transition mechanism from short-term to long-term memory 
have the effect that noise patterns are unable to advance from the 



Fig. 1: Learning concept based on  
a short/long term memory. 

short-term to the long-term memory. These concepts are thus the 
key to efficient memory-based hardware for automatic learning. 

Fig.4 shows the architecture of the test chip, which is divided 
roughly into the associative memory block, the rank-processing 
circuit and the automatic learning control circuit. A test chip of the 
described architecture was designed in 0.35um CMOS technology. 
(Fig.5) The automatic learning circuit of the test chip receives the 
result of the nearest-match search from the associative memory, in-
cluding the input-winner distance (D), and generates the signals for 
the rank-processing circuit and the learning signals for the associa-
tive memory within one clock cycle. Table.1 shows the parameter 
table of the designed test chip. The associative memory finishes the 
nearest-match search in 250nsec or less, and the automatic learning 
circuit operates at a maximum operation frequency of 166MHz 
(gate level simulation). 

 

5. Conclusion  
We proposed a new associative-memory-based automatic-learning 

architecture and verified its effectiveness by simulation and CMOS 
test-chip design. This architecture is expected to enable an auto-
matic learning function in integrated intelligent systems, which is 
not possible with the conventional neural-network concept. 
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Fig.4: Associative-memory-based recognition and automatic learning archi-
tecture, which corresponds to the associative memory that can process 64 
patterns. Parameters JL, JS and the threshold in the algorithm can set exter-
nally. 
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Fig.2: Flow chart of proposed algorithm. 

Data 
input

Search
nearest-match
data (winner)

input-winner
distance

Processing 
as long

term memory

winner belongs
long term or
short term?

Processing 
as short

term memory

Memorize
as new data

more than
threshold

less than
threshold

long
term

step.2

step.3

step.4

step.5

Input data≠winner

Input data＝winner

step.1(associative memory)

short
term

Data 
input

Search
nearest-match
data (winner)

input-winner
distance

Processing 
as long

term memory

winner belongs
long term or
short term?

Processing 
as short

term memory

Memorize
as new data

more than
threshold

less than
threshold

long
term

step.2

step.3

step.4

step.5

Input data≠winner

Input data＝winner

step.1(associative memory)

short
term

Fig. 3: Simulation result. 
a) Learning algorithm based on short/long term storage concept. 
b) Without short/long term storage (unknown data is inserted at the top 
rank). 

Fig.5: Layout of test chip. 
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