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1 Introduction
Recently, the robots interacting with human being such

as welfare robots are expected, with the progress of the
robot technology. So it is necessary for the robot to have
a brain with capabilities similar to human’s one (we call
it “Robot Brain”). It can recognize our characteristics
and choose the most suitable action according to mem-
orized experiences obtained by learning. We propose a
model for the Robot Brain which accomplishes the above
process. The ability of the model is confirmed by a sim-
ulation program of “air hockey game” as an example of
the tasks. The game needs interactions with a person
and the person tends to well show his characteristics in
the game, because he must recognize a puck and act so
quickly. Finally, the effectiveness of the proposed model
is quantitatively evaluated in the simulation.

2 A Strategy Learning Model
The proposed model is shown in Fig.1. It consists of

the three sections: 1. selection of a strategy, 2. construc-
tion of a new strategy by learning, 3. addition of it or
elimination of some strategies. At first, the opponent’s
behavior is observed in order to estimate his character-
istics. Secondly, using the estimation result, the opti-
mum strategy for the current opponent is selected from
many candidates stored in the memory. This is carried
out in the first section. The many strategies have been
obtained by past learning. The selected strategy is copied
into working memory. The robot acts based on the copied
one. Thirdly, actions are decided according to the strategy
in the working memory, and simultaneously the strategy
is tuned in order to obtain better one. This is carried
out in the second section. Finally, the tuned one is es-
timated with a criterion. It is added in the memory, if
the estimation judges that it is needed. And, some need-
less strategies are eliminated to restrain memory overflow.
This is carried out in the third section. In this report, we
explain only the first and second sections. Here, we de-
fine a strategy. It consists of a set of “situation” and
“action” pairs. By another expression, it consists of a set
of if-then rules. “Situation” and “action” have generally
many terms. Thus, let us define them as vector: s and a,
respectively.

Next, we show the detail of the first and second sections
in Fig.1. We start the explanation of the second section, to
easily understand the model. In the section, Q-function,
Qx(si,aj) has very important role. It expresses the qual-
ity of an action aj in a situation si (larger Qx means that
an action is better). x is an index expressing each strat-
egy. The value of Qx is updated by Q-PSP Learning[1],
which is one of Reinforcement Learning (RL) methods[2].
In the scheme of RL, the robot is given a positive reward
(or a negative reward) in the case of achieving its goal (or
not). In the progress of RL, the expectation of reward
becomes larger. The update rule of Q-PSP Learning has
two cases. One is that the current action leads to the

final goal. This case is called “case-1”. Another is one
in the sequence which is going to the final goal. It is
called “case-2”. In the “case-1”, the update rule is as fol-
lows. For the Qx of all selected actions in the sequence un-
til the final goal, Qx(s(n),a(n))←Qx(s(n),a(n)+(α1·r·γn
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Qx(s(n),a(n)), α1 and γ1(0≤ α1, γ1 ≤1) are parameters
called step-size parameter and discounted parameter, re-
spectively. r is the reward, and n (= 0, 1, 2…) is the time
index from the current to the past. On the other hand,
in “case-2”, Qx(s,aj)←Qx(s,aj)+α2(γ2(maxak

(Qx(s
′
,ak)

- Qx(s,aj))), where s
′
means the current situation, α2 and

γ2(0≤ α2, γ2 ≤ 1) are discounted parameter and step-size
parameter in “case-2”. The max operation is carried out
among the index k.

Next, we explain the first section in Fig.1. The Q-
function can be also employed in order to evaluate the op-
ponent’s characteristics. So, we prepare Qobs(si,aj) which
is Q-function, for evaluating the opponent’s characteris-
tics. As well as the Q-function in the second section, Qobs

is also updated during a sequence. The way to select a
strategy is as follows. Rx, which is the difference between
the updated Qx and Qobs, is calculated. The strategy that
has the maximum value of Rx is selected. This means that
the strategy with the closest Qx to Qobs is selected. How-
ever, if some strategies have the values being close to the
maximum Rx, the proper strategy may not be selected.
So, we define another measure Vx, which is the sum of
reward. It can express the justice of the selected strat-
egy. When the strategy is selected, we consider also the
measure Vx as follows. If Vx is the smallest, the strategy
must not be selected. In order to avoid too large value of
Vx, it is reset when the value is larger than a constant.

3 Experiment
In order to confirm the ability of the model,

we applied it to “air hockey game”. The robot
selects an action according to probability. The
probability p(s,a) is calculated based on Qx:
p(s,a)=exp(Qx(s,a)/T)/

∑
a
′ exp(Qx(s,a

′
)/T), where

T is called thermal parameter. The reward is +1 or -1
when robot gets or loses a point, respectively. In an
experiment, an opponent is the same program with a
simple strategy. The strategy is fixed and is not tuned
by learning. The opponent’s characteristic has been
varied by stick position as shown in Fig.2. Fig.3 shows
the result of the experiment. The stick position of the
opponent changes from A to E (see Fig.2) every set. It is
one set in 20 points. The number of the stored strategies
is four. Before the experiment, the four strategies have
been obtained by learning in cases that the stick positions
of opponent are fixed at A, B, C, and D, respectively.
The strategies are called SA, SB , SC and SD. Fig.3 (a)
shows that the proper strategy except B was quickly
selected. Here, we consider the case of the position
B. It is the second set. Fig.3(b) shows that the robot



overwhelmingly won even by using the SC . So, the model
has also selected the proper strategy in this case. Next,
let us consider the case of the position E. Note that no
strategy has been previously prepared for the position E.
In order to confirm the selection of SC for the position
E is appropriate, we had another experiment. In the
experiment, we applied the strategies from SA to SD to
the position E. Fig.4 shows the result: The SC is the
best strategy because the robot overwhelmingly won as
comparison with the others. From the above discussions,
the model’s effectiveness has been confirmed apparent.

4 Conclusions
To realize Robot brain, which can execute tasks inter-

acting with human being, we have proposed a model with
RL. The model can select the most suitable strategy so
quickly and construct a new strategy by learning. It was
confirmed by the simulation experiment. In present study,
we use the virtual opponent. As the next step, we’ll have
the experiment using a person as the opponent.
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Figure 2: An example of the opponent’s characteristics
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Figure 3: The result of the experiment where the op-
ponent’s stick position changes A from E by one set
(=twenty points)
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Figure 4: The total points given to the robot by using
each strategy during position E


