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1 Introduction
In recent years, the amount of traffic is increasing rapidly

with the spread of broadband [1]. Therefore it is required
to expand the data throughput of the whole network. Es-
pecially the network switches, which are the connection
nodes of the network, need a strong reinforcement of their
throughput capability. However, the improvement of the
switch performance is difficult because blocking situations
are easily generated within the existing switch structures in
case of data contention at a given path in the switch fab-
ric. The authors previously addressed the blocking problem
which occurs in the switch fabric and the inefficient usage of
the switch memory under biased network traffic. A switch
architecture using a switch fabric which consists of a multi-
port memory with 1-port banks was proposed as a solu-
tion and a special focus was given on optimizing the data
transfer from the 1-port banks to the output interfaces of
the switch [2]. In this paper, we investigate the achievable
performance improvement by optimizing the data transfer
from the input interfaces of the switch and by introducing
2 ports into the memory banks. The effectiveness of the
proposed switch architecture is verified by simulation.

2 Multi-Bank based Switch Architecture
We use a bank structure multi-port memory with dis-

tributed crossbar as the shared memory [3, 4]. This archi-
tecture, called Hierarchical Multi-port memory Architec-
ture (HMA), realizes high access bandwidth of the shared
memory by using fully-parallel multiple ports, and also real-
izes high area efficiency. The proposed scheduling algorithm
which is explained in the next section is used for the bank
structure, so that it’s possible to assign banks according to
output port contention or biased data traffic. It becomes
also possible to output packets which can’t be transmitted
from an input port to an output port by blocking in exist-
ing network switches. For example, as shown in Fig. 1, the
traffic is biased toward output port 1. Several packets are
transmitted from plural banks to output port 1 (ex: Banks
1 and M). By definition of the output order, we can reduce
the blocking problem. In addition, in this case, the sub-
packets of packet ID 7 are transmitted to Bank M, so the
sub-packets of packet ID 9 are able to be transmitted to
output port 5 through a different bank without blocking.
Thus we can reinforce the throughput capability.

3 Proposed Algorithm with Dynamic Bank
Scheduling

Three management informations are necessary to handle
each sub-packet: the packet ID, the sub-packet ID and the
output-port number. Since 2-port banks are used, schedul-
ing of input and output interface of the shared memory can
be performed simultaneously and independently. The pro-
posed scheduling algorithm compares packet ID or output
port number of the sub-packet to be transmitted with the

equivalent data of the previously transmitted sub-packet.
Details of the proposed algorithm are as follows.
Step.1 It relies on the principle that the complete traffic
from a given input port to a given output port uses the
bank, which had been initially scheduled, as long as this
bank doesn’t overflow. In Fig. 1(b) the sub-packets of
packet ID 4 will be transmitted to Bank 1.
Step.2 In this step the new packet is scheduled to the bank
to which the last packet with the same output port has
been scheduled, as long as the respective bank is not full.
In Fig. 1(b) the sub-packets of packet ID 5 or 6 will be
transmitted to output port N or 1.
Step.3 In this step the scheduler searches for an empty
bank, which is subsequently used for buffering the traffic
from the input port to the respective output port. In Fig.
1(b) the sub-packets of packet ID 9 will be transmitted to
output port 5 through an empty bank if there is no bank
which stores already sub-packets for output port 5.

4 Simulation Evaluation of Proposed Switch
Architecture

The reference architectures chosen for comparison are the
existing switch architectures which use shared bus, cross-
bar, or multi-stage connection network (omega network
[5]). The simulation model of the proposed architecture
uses shared memory switch fabric and the scheduling algo-
rithm described in Sections 2 and 3. Evaluation criteria are
throughput, inner delay time, and packet-loss rate. Simu-
lation conditions are shown in Tables I and II.

With respect to the output ports both balanced traffic
(each output port has the same traffic) and unbalanced
traffic (one output port has increased traffic) are evaluated.
The degree of unbalance (or bias) for one of the output
ports is expressed by a factor N (N=1-8). In addition to
existing switch structures, a shared-memory architecture
which uses 1 port banks is also included in the comparison.
The scheduling method for the 1-port-bank-based shared-
memory is the same as that described in Section 3. The
parameters for the proposed bank-based shared-memory
switch architecture are 64 banks and 54 [Kbit] bank ca-
pacity, as determined in a preliminary simulation of the
optimal bank number.

The comparison results with the existing switch architec-
tures for throughput and packet-loss rate are shown in Fig.
2(a) and 2(b), respectively.

The performance for the proposed architecture signifi-
cantly exceeds that of the existing conventional switch ar-
chitectures in every aspect shown in Fig. 2. This is consid-
ered to be the case because blocking by contention at the
output ports, which is a big problem for conventional switch
structures, is successful avoided due to an efficient use of
the shared-memory banks. Moreover, when the traffic bias
is increased, it turns out that the performance difference
between 1-port and 2-port banks increases too. This is,



because the scheduling algorithm is carrying out control
in units of the output ports and of the associated banks.
Therefore, a data-traffic bias increases the access volume
to specific banks. On the other hand, the use of 1 port
banks, increases the blocking frequency because input and
output interfaces are no longer independent. So it can be
expected that performance difference between 1-port and
2-port banks will appear more clearly for strongly biased
data traffic.

5 Conclusion
A switch architecture which uses a banked multi-port

memory with 2-port banks was proposed as a solution for
the blocking problem of existing switches. Simulation re-
sults of the proposed switch architecture verified an im-
provement in throughput under unbiased as well as biased
traffic of about 120 % when compared with a switch using
a crossbar switch fabric and equal total memory capacity.
Future research work will mainly concentrate on the hard-
ware verification of the proposed switch architecture with
an LSI design.
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TABLE I
Simulation condition(Except for memory capacity).

Simulation time 200000 [cycle]

Number of input/output ports 32 [port]

Input/Output line width 32 [bit/cycle]

Input load 100 [%]

Packet length 1～12000 [bit] at random

Delay time of routing 0 [cycle]

Wire width 32 [bit]

TABLE II
Simulation condition(Memory capacity).

Existing switches
Input buffer capacity per port

228[Kbit] × 32[port] = 7296[Kbit]
Output buffer capacity per port

12[Kbit] × 32[port] = 384[Kbit]
Total 7,680[Kbit]

Proposed switch
Input buffer capacity per port

120[Kbit] × 32[port] = 3,840[Kbit]
Output buffer capacity per port

12[Kbit] × 32[port] = 384[Kbit]
Total bank capacity = 3,456[Kbit]

Total 7,680[Kbit]
(Bank capacity per bank is the value which
divides the total bank capacity by the number of banks.)
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(a) State of proposed switch architecture at
time t.
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Fig. 1. Proposed multi-bank based switch architecture, which shows
packets which couldn’t been transmitted can output to output port
5 with dynamic bank scheduling. In (a), the sub-packets of packet
ID 7 are transmitted to Bank M, so, in (b), the sub-packets of
packet ID 9 are able to be transmitted to output port 5 through an
empty bank.
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Fig. 2. Comparison of the proposed architecture with existing
architectures.
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Possibilities for improvement of performance

・High-speed data transmission between switches
・Wide data transmission bandwidth within switches
・High-speed path determination within switches

Problems of existing switches

・Blocking by competition at an output port
・Packet loss by inefficient use of memory

Proposal of a network switch structure
using a bank-based multi-port memory

Advantages using a multi-port memory
・We can access each port 
simultaneously, so that 
high access bandwidth is possible.

・Ports share the memory capacity, so that
highly efficient use of memory is possible.

Problem
・In the conventional N-port SRAM system, 
area is proportional to the 2nd power of 
the number of ports.

Hierarchical Multi-port memory Architecture (HMA)

Hierarchical Multi-port memory Architecture (HMA)
・Regular 2-dimensional arrangement using 1 port 
memory banks, so HMA has comparatively small area.
・Activation of each bank only on demand, so HMA has
comparatively low power consumption.

Further improvement in performance is aimed at 
by using a scheduling algorithm for bank usage.
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A switch architecture using a banked multi-port memory is proposed.
Simulation evaluation is performed, and the results below are obtained.
In comparison to a crossbar type switch, 

120% of possible improvement in throughput,
85% of possible improvement in delay time, 

and 99% of  possible improvement in packet loss rate.

Hardware implementation is investigated, and it’s compared with other architectures.
Examination of the banked multi-port memory network switch architecture and circuitry, 
implementing proposed scheduling algorithm. 
Basic performance evaluation by a test chip design.

Result Future work
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Traffic biases towards 
one output port by a factor N 
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Banks are used as buffers separated from input / output,
and can be used freely for intermediate storage.

• According to the data amount towards 
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is assigned individually.
￫Blocking at input is prevented.

• An algorithm is defined for assigning 
further banks when a certain bank 
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in 1 clock cycle
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Packets are divided 
into sub-packets (32bit).

Above scheduling 
algorithm is working 
at each input port.
For each scheduled sub-packet 
ID and output port number are compared
with the newest sub-packets in all banks.

The throughput of the 
proposed method is higher
than for any other method.
The possible throughput
increase is 120% in 
comparison to the crossbar
type switch. 

The inner delay time of the 
proposed method is shorter
than for all other methods, 
except for the bank type 
method with 1port.
The possible inner delay time
reduction is 85% in 
comparison to the crossbar
type switch. 

The packet loss rate of the 
proposed method is smaller
than for any other method.
The possible loss rate
reduction is 99% in 
comparison to the crossbar
type switch.

Throughput is bandwidth per cycle.
Limit = 32 * 32 = 1024 [bit/cycle] 

Inner delay time is the time from input 
to output per sub-packet.

Packet loss rate is the rate number of lost packets
among all processed packets.
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